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Abstract 

     Photovoltaic (PV) systems are indispensable in the renewable energy industry as they convert sunlight into electricity. 

Accurate determination of important factors such as illuminance and Ultraviolet (UV) irradiation is essential for 

optimizing the effectiveness and maintenance of these systems. The objective of this work is to evaluate the predictive 

performance of several Machine Learning (ML) models in estimating the amounts of light and UV radiation in PV 

systems, by comparing and contrasting their effectiveness. The models that were assessed include Support Vector 

Classification (SVC), Linear Regression (LR), eXtreme Gradient Boosting (XGBoost), Gradient Boosting (GB), Random 

Forest (RF), and CatBoost. The study employed a comprehensive dataset that encompassed measurements for 

temperature, humidity, UV, voltage, current, and illuminance. The data was preprocessed to remove invalid values and 

align indices. Afterwards, it was divided into separate training and testing sets. The main metrics used to train and 

evaluate each model were Root Mean Squared Error (RMSE) and the Coefficient of Determination (R²). The findings 

suggest that the Categorical Boosting (CatBoost) and RF models demonstrate greater performance in comparison to other 

models. This is evidenced by their ability to obtain the lowest RMSE and highest R² values for both illuminance and UV 

forecasts. More precisely, CatBoost algorithm obtained a RMSE of 16.088 and a R² of 0.999 for illuminance. 

Additionally, it achieved a RMSE of 0.228 and a R² of 0.990 for UV. However, LR and SVC had notably inferior results. 

The results offered valuable perspectives for enhancing decision-making procedures.  

Keywords: Photovoltaic systems, machine learning, illuminance prediction, UV irradiance prediction, renewable 

energy. 

1. Introduction

Photovoltaic (PV) systems utilize semiconductor

materials to directly turn sunlight into electricity. This 

process relies on the PV effect, which involves the 

conversion of light energy into electrical energy at the 

atomic scale. PV systems play a crucial role in generating 

renewable energy by effectively utilizing the ample solar 

resources that are accessible worldwide. Deploying these 

systems is crucial for diminishing reliance on finite fossil 

fuels, which make a substantial contribution to 

environmental degradation and climate change [1]. The 

increasing global deployment of PV systems highlights 

their significance in the energy environment. They provide 

a multitude of environmental and economic advantages, 

including the reduction of greenhouse gas emissions, the 

decrease in air pollution, and the provision of energy 

security. Technological breakthroughs and economies of 

scale have made solar energy increasingly cost-effective, 

positioning it as one of the most promising sources of 

renewable energy [2, 3]. 

The swift proliferation of PV systems is propelled by their 

capacity to alleviate the consequences of climate change 

and offer sustainable energy alternatives. Nations 

worldwide are making significant investments in solar 

power infrastructure, bolstered by advantageous 

governmental policies and incentives designed to 

encourage the adoption of renewable energy [4, 5]. 

Monitoring and forecasting the performance of PV 

systems present numerous difficulties. Precise 

performance prediction is essential for enhancing the 

efficiency and dependability of PV systems. Nevertheless, 

various environmental conditions, including temperature, 

humidity, Ultraviolet (UV) irradiation, dust deposition, 

and shadowing, can have a substantial influence on the 

efficiency and output of PV panels [6, 7]. High 

temperatures, for example, might lower the voltage output 

and increase internal resistance, therefore compromising 

the efficiency of PV cells. Dust collection and humidity 

can cause PV panels to soil, therefore compromising their 

capacity to efficiently absorb sunlight. Shading, from 

surrounding buildings, trees, or passing clouds, can 

drastically lower power output. Studies have indicated that 

dust can lower efficiency by about 11.86% [8, 9]. Shade 

can reduce power production by up to 92.6%. 

Furthermore, the dynamic character of solar irradiation 

and the different climatic circumstances call for advanced 

monitoring and forecasting models to sustain the best PV 

performance. Artificial neural networks and other cutting-

edge Machine Learning (ML) methods have shown 

promise in enhancing the accuracy of performance 

predictions and in PV system anomaly detection [10, 11]. 
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Maximum performance and maintenance of PV systems 

depend on accurate predictive models. By allowing timely 

maintenance and so reducing downtime, these models can 

greatly improve the efficiency and sustainability of PV 

systems so guaranteeing that the systems run at their best  

            [12, 13]. Better energy management, significant 

cost savings, and increased system dependability can 

follow from accurate forecasts of PV system performance. 

Predictive maintenance models, for example, can foresee 

failures and schedule repairs before problems get more 

severe, therefore lowering running costs and extending the 

lifetime of PV installations [14, 15]. To improve the 

forecasting accuracy for certain parameters in PV systems, 

ML techniques have been progressively used. Particularly 

helpful for forecasting solar irradiation, system 

performance, and maintenance needs [16, 17]. these 

algorithms can process enormous volumes of data and find 

intricate patterns that older approaches might overlook. 

ML has demonstrated significant potential in renewable 

energy research for optimizing systems, detecting defects, 

and predicting energy output. Support vector regression 

(SVR) and Adaptive Neuro-Fuzzy Inference System 

(ANFIS) have been utilized to accurately forecast PV 

power generation. This application has resulted in 

enhanced grid stability and improved integration of solar 

energy into the electrical grid [18, 19]. 

The primary aim of this work is to assess and contrast the 

efficacy of several ML models in forecasting illuminance 

and UV irradiance in PV systems. The research tries to 

determine the most successful models for crucial 

parameters by analyzing the performance of several 

algorithms, such as SVC, Linear Regression (LR), 

eXtreme Gradient Boosting (XGBoost), Gradient 

Boosting (GB), Random Forest (RF), and CatBoost. In 

addition, the study aims to comprehend the impact of 

several environmental conditions, such as temperature, 

humidity, and voltage, on the precision of these forecasts. 

The study will yield significant information that may be 

used to make recommendations for enhancing the 

monitoring and performance optimization of PV systems 

in the future. The importance of this study is in its capacity 

to enhance the field of solar performance monitoring. The 

results can provide significant advantages to professionals 

in the industry, researchers, and policymakers by 

improving the forecasting skills of various ML models. 

This will result in more precise and dependable monitoring 

of PV systems. Moreover, the study's data-driven insights 

might assist in making well-informed selections about the 

implementation, administration, and upkeep of PV 

systems. 

This work proposes the utilization of ML models to 

forecast important factors, such as illuminance and UV 

irradiation, in order to enhance the monitoring and 

optimization of PV system performance. Existing 

approaches to forecast the performance of PV systems are 

frequently constrained by their dependence on linear 

models or oversimplified assumptions, neglecting the 

many environmental and operational factors that impact 

PV efficiency. This project intends to enhance the 

accuracy of forecasts by utilising modern machine learning 

techniques. The goal is to provide more trustworthy 

insights for improving energy production and system 

maintenance. This work is significant because it tackles the 

increasing worldwide need for renewable energy by 

providing creative ideas to enhance the efficiency of solar 

energy systems. 

Table 1 presents a thorough comparison of many research 

that concentrate on predicting solar irradiance using 

different ML techniques. Demir et al. [20] utilised 

Transformer and Rolling LSTMs to analyze a decade's 

worth of data from the Texas Mesonet Data Archive. Their 

approach yielded precise predictions for the short-term, 

but encountered difficulties in accurately forecasting long-

term outcomes, mostly owing to the need for fine-tuning 

hyperparameters. Li and He [21] utilised an Enhanced 

Incremental Extreme Learning Machine to analyse 

historical irradiance data. This approach resulted in 

minimal prediction errors, but its effectiveness was 

constrained by the exclusive reliance on irradiance data as 

input. 

Alzahrani [22] employed an Adaptive Extreme Learning 

Machine utilising hourly meteorological data from Najran 

University. The model achieved a high level of prediction 

accuracy, but its applicability was restricted due to its 

concentration on a single geographical region. Viscondi 

and Alves-Souza [23] applied a hybrid approach using 

Support Vector Machine (SVM), Artificial Neural 

Network (ANN), and Extreme Learning Machine (ELM) 

models to analyse a dataset from São Paulo, Brazil. Their 

investigation demonstrated that Support Vector Machine 

(SVM) yielded the lowest Root Mean Square Error 

(RMSE), notwithstanding the influence of regional 

weather variability on the models' performance. Aliberti et 

al. [24] performed a comparative investigation of neural 

networks, namely Non-Linear Autoregressive and LSTM 

models, utilising GHI data collected at 15-minute 

intervals. The study revealed that the implementation of 

the Echo State Network and clear-sky index filtering had a 

substantial positive impact on the accuracy of forecasting. 

It is important to note that the study specifically 

concentrated on neural networks. 

Finally, Huang et al. [25] proposed a hybrid deep neural 

model for hourly solar irradiance forecasting based on 

weather and irradiance data, achieving strong results but 

requiring significant computational resources. Maitanova 

et al. [26] explored a ML approach using publicly available 

weather reports, emphasizing the cost-effective nature of 

their model but acknowledging the limitations posed by 

the availability and quality of public data sources. 

Table 1 underscores the diverse methodologies and 

datasets used, highlighting both the advancements and 

limitations in solar irradiance prediction. 
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 Table 1. Recent studies on ML-Based solar irradiance prediction and PV system performance optimization.

 
 

  

2.  Methodology 

2.1 Data Presentation 
 

    In this section, we present the key visualizations 

derived from the dataset to provide an in-depth 

understanding of the features and their relationships. Fig. 

1 showcases histograms of all features to illustrate the 

frequency distribution of each variable. The features 

include Fig. 1(a) Temperature, Fig. 1(b) Humidity, Fig. 

1(c) UV, Fig. 1(d) Voltage, Fig. 1(e) Current, and Fig. 1(f) 

Illuminance. These histograms help to visualize the 

distribution and range of values for each feature. Fig. 2 

presents box plots for all features, which highlight the 

spread and potential outliers in the dataset. The features 

include Fig. 2(a) Temperature, Fig. 2(b) Humidity, Fig. 

2(c) UV, Fig. 2(d) Voltage, Fig. 2(e) Current, and Fig. 2(f) 

Illuminance. Box plots are essential for understanding the 

central tendency and variability of the data. 

    Fig. 3 displays the correlation matrix as a heatmap. Fig. 

3 indicates the strength and direction of linear 

relationships between pairs of features, including 

Temperature, Humidity, UV, Voltage, Current, and 

Illuminance. High correlation values (close to 1 or -1) 

suggest a strong relationship, while values close to 0 

suggest a weak or no relationship. Fig. 4 shows the scatter 

plot of Voltage vs. Current. This plot helps in visualizing 

the relationship between these two electrical parameters, 

revealing any underlying patterns or trends. Fig. 5 

presents the scatter plot of Temperature vs. Voltage. This 

visualization helps in understanding how voltage varies 

with temperature changes, providing insights into thermal 

effects on electrical performance. Fig. 6 depicts the scatter 

plot of UV vs. Illuminance. This plot illustrates the 

relationship between UV irradiance and illuminance, 

which are both critical factors influencing the 

performance of PV panels. 

The dataset comprises 5801 records collected from a PV 

panel monitoring system over several days. Each record 

includes measurements of various environmental and 

electrical parameters: Temperature (in degrees Celsius), 

Humidity (in percentage), UV irradiance (in mW/cm²), 

Voltage (in volts), Current (in amperes), and Illuminance 
(in lux). 

 
 
 
 

 

Study Year Algorithms Used Dataset Characteristics Key Findings Limitations 

[20] 2022 
Transformer, Rolling 

LSTMs 

10 years of data from 

Texas Mesonet Data 

Archive 

Transformer model shows accurate 

short-term irradiance prediction but 

less accurate in the long term. 

Long-term prediction requires 

hyperparameter tuning. 

[21] 2022 

Enhanced Incremental 

Extreme Learning 

Machine 

Historical irradiance 
data 

Enhanced extreme learning machine 

offers smaller prediction errors than 

standard models. 

Only irradiance data is used as 
input, limiting prediction scope. 

[22] 2022 
Adaptive Extreme 
Learning Machine 

Hourly weather data 
from Najran University 

High accuracy in predicting solar 
irradiance with low MSE and MAE 

values. 

Focused on a specific geographical 
area, limiting generalization. 

[23] 2021 
SVM, ANN, Extreme 
Learning Machine 

São Paulo, Brazil dataset 
(1933-2014) with 10 

meteorological 
parameters 

SVM produced the lowest RMSE, 
while ELM showed faster training 

rates. 

Meteorological variability across 
regions affects model accuracy. 

[24] 2021 

Non-Linear 
Autoregressive, Feed-
Forward, LSTM, Echo 

State Network 

GHI values sampled 
every 15 minutes 

Echo State Network and clear-sky 
index filtering showed best 

accuracy for GHI predictions. 

Focused on specific neural 
networks, limiting comparisons 

with other machine learning 
techniques. 

[25] 2021 

WPD-CNN-LSTM-MLP 
(Wavelet Packet 

Decomposition + CNN + 
LSTM + MLP) 

Hourly solar irradiance 
and three climate 

variables (temperature, 
humidity, wind speed) 

Hybrid model outperforms 
standalone models in irradiance 

forecasting, achieving more 
accurate results. 

Computational complexity 
increases significantly. 

[26] 2020 
Long Short-Term 

Memory 

Publicly available 
weather data without 
solar irradiance values 

The model can predict PV power 
with reasonable accuracy using only 

publicly available weather data. 

Requires large training sets for 
adequate predictions with publicly 

available data. 
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Fig. 1. Histograms of all features - (a) Temperature, (b) Humidity, (c) UV, (d) Voltage, (e) Current, (f) Illuminance. 

 
 

    Fig. 1 shows the histograms of every feature to 

underline the frequency distribution of every dataset 

variable. Fig. 1(a) shows the temperature histogram, and 

it is clear from the right-skewed distribution that most 

values occur between 0°C and 20°C and that frequency 

decreases clearly with increasing temperatures. Showed 

in Fig. 1(b), the humidity histogram displays a rather 

symmetric distribution with a peak between 30% and 40% 

humidity. Fig. 1(c) shows the UV irradiation histogram 

with a rather right-skewed distribution with most values 

close to 0 mW/cm². The behavior of the solar panel in 

several operational phases is suggested by the clustering 

of values near 0 V and roughly 20 V in Fig. 1(d). Fig. 1(e) 

shows the current histogram now, which once more shows 

a right-skewed distribution with a secondary peak about 3 

A and most current values close to 0 A. Finally illustrated 

in Fig. 1(f), the histogram of illumination displays a 

distribution with most values around 0 and a secondary 

peak on the custom scale near 1000. These histograms 

clarify the variability and central patterns of every feature 

by showing its range of values. 



International Journal for Holistic Research, Vol. 2, No. 2. Jan 2025 

5 
  

 
 

 

Fig. 2. Box plots of all features - (a) Temperature, (b) Humidity, (c) UV, (d) Voltage, (e) Current, (f) Illuminance. 

 

    Fig. 2 exhibits box plots for all features in the dataset 

to emphasize the dispersion and any anomalies. Fig. 2(a) 

displays the box plot of temperature, with the interquartile 

range (IQR) ranging from roughly 10°C to 20°C, and a 

median value of around 15°C. This suggests that the 

majority of temperature readings fall within this specific 

range, while a small number of exceptional results go as 

high as 40°C. Fig. 2(b) displays the box plot of Humidity, 

showing that the IQR spans from 20% to 40%, and the 

median is approximately 30%. This indicates that the bulk 

of humidity measurements fall within this range, with 

very few exceptions. Fig. 2(c) displays the box plot of UV 

irradiance, illustrating a significantly skewed distribution 

with the bulk of values falling between 0 and 2 mW/cm², 

and a few outliers reaching as high as 8 mW/cm². This 

suggests that although the majority of UV values are 

modest, there are sporadic instances of high readings. Fig. 

2(d) presents a box plot of voltage, showing that the IQR 

spans from 5 V to 15 V. The median value is 

approximately 10 V, suggesting a broad distribution of 

voltage values, with a few values reaching as high as 20 

V. Fig. 2(e) displays a box plot of the current variable, 

indicating an IQR ranging from around 0.5 A to 2 A, with 

a median value close to 1.5 A. This suggests that the 

majority of current values are inside this range, with only 

a few exceptional cases. Fig. 2(f) shows a box plot of 

Illuminance, with an IQR ranging from 0 to 1000 on a 

customized scale. This indicates that the illuminance 

values are distributed throughout the whole range of 

measurements. The box plots offer a comprehensive 

depiction of the central tendencies, variability, and 

probable outliers for each feature in the dataset, 

facilitating a lucid comprehension. 
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Fig. 3. Correlation matrix - Correlation heatmap of Temperature, Humidity, UV, Voltage, Current, and Illuminance. 

 

Fig. 3 depicts a heatmap that illustrates the correlation 

matrix. This matrix depicts the magnitude and orientation 

of linear correlations among several attributes, such as 

temperature, humidity, UV, voltage, current, and 

illuminance. The correlation coefficients range from -1 to 

1, with values near 1 indicating a strong positive 

relationship, values around -1 indicating a strong negative 

correlation, and values around 0 indicating no linear 

association. After examining this heatmap, it is clear that 

temperature is strongly positively correlated with UV 

(0.85), Voltage (0.90), and current (0.90). Therefore, a 

rise in temperatures will result in a proportional increase 

in these factors. On the other hand, there is a significant 

negative correlation (-0.74) between temperature and 

humidity, indicating that higher temperatures are 

associated with lower humidity levels. The correlation 

study demonstrates that humidity has significant negative 

relationships with UV (-0.66), Voltage (-0.71), and 

Current (-0.70), indicating that higher humidity levels are 

connected with lower values of these electrical 

parameters. UV irradiance has positive significant 

relationships with Voltage (0.91) and Current (0.91), 

suggesting that higher UV levels result in higher voltage 

and current outputs from solar panels. The correlation 

coefficient between voltage and current is 1.00, indicating 

a perfect relationship. This is in line with expectations in 

electrical systems, where these two variables are strongly 

interconnected. Ultimately, Illuminance has a notable and 

affirmative correlation with all variables, with the 

exception of Humidity. The most prominent connections 

are observed with Voltage (0.77) and Current (0.77), 

suggesting that higher levels of illuminance generally 

result in greater levels of electrical output. This heatmap 

provides a detailed depiction of the relationships between 

the features, which is crucial for understanding the core 

patterns and linkages within the dataset. 
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Fig. 4. Scatter plot of Voltage vs. Current. 

 
 

 

Fig. 5. Scatter plot of Temperature vs. Voltage. 

 
 

 

Fig. 6. Scatter plot of UV vs. Illuminance. 

 

    Fig. 4 is a scatter plot of voltage versus current, 

indicating a strong linear connection between these two 

electrical parameters. The diagram illustrates that when 

the voltage increases, so does the current, suggesting a 

straight proportionality compatible with Ohm's rule. This 

linear trend demonstrates the solar panel's predictable 

performance under different voltage circumstances. Fig. 5 

depicts a more intricate relationship between temperature 

and voltage using a scatter plot. The graphic shows that 

voltage fluctuates dramatically with temperature 

variations, with many clusters of data points. This 

suggests that temperature has a nonlinear effect on the 

voltage output of the solar panel, most likely due to varied 

operating states and external conditions influencing the 

panel's performance. Fig. 6 depicts a scatter plot of UV 

vs. Illuminance, demonstrating that increased UV 

irradiance corresponds to higher illuminance values. The 

plot shows a quick rise in illuminance as UV irradiance 

increases, followed by a plateau at higher UV levels. This 

suggests that, whereas UV irradiance has a substantial 

impact on illuminance, other variables may play a role at 

higher UV levels. 

2.2 ML Algorithms 
 

    The procedure starts with loading and prepping the 

information. This involves importing data from a CSV file 

into a pandas "DataFrame" and eliminating superfluous 

columns to concentrate on the pertinent characteristics 

and objectives. The characteristics, with the exception of 

'Illuminance' and 'UV', are clearly specified, and the 

objectives are established as 'Illuminance' and 'UV'. In 

order to maintain the accuracy and consistency of the data, 

any rows that contain incorrect values such as infinity or 

NaN are eliminated. Additionally, the indices of the 

features and targets are adjusted to guarantee proper 

alignment once these rows are dropped. Subsequently, the 

dataset is partitioned into separate training and testing sets 

for both illuminance and UV goals, guaranteeing that the 

model may be assessed on data that it has not been 

exposed to previously. Several ML models, such as 

XGBoost, RF, LR, SVC, GB, and CatBoost, are 

initialized. Subsequently, each model undergoes training 

on the training set and assessment on the test set, 

considering both illuminance and UV goals. This 

evaluation process employs metrics like Root Mean 

Square Error (RMSE) and Coefficient of Determination 

(R²). The outcomes from the several models are merged 

into a unified "DataFrame" and stored in a CSV file for 

subsequent study. The outcomes are represented 

graphically using several graphs, such as RMSE and R² 

for each model, along with a heatmap illustrating the 

correlation matrix. Ultimately, the outcomes are presented 

for examination. This systematic methodology utilizes 

several ML models to forecast important output variables 

by analyzing environmental and electrical input 

characteristics. This process yields significant 

information on the efficiency and effectiveness of solar 

panels. The flowchart depicted in Fig. 7 succinctly 

represents each stage of this process, guaranteeing 

lucidity and facilitating comprehension. 
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Fig. 7. Flowchart of the methodology for predicting illuminance and UV irradiance in PV systems. 

 

    Table 2 presents a comprehensive comparison of the 

ML techniques employed in the prediction of illuminance 

and UV irradiance in PV systems. The examined 

algorithms are SVC, LR, XGBoost, GB, RF, and 

CatBoost. Every algorithm possesses unique attributes, 

advantages, and limitations. For example, Support Vector 

Classification (SVC) is highly efficient in spaces with a 

large number of dimensions and may be used with various 

kernel functions. However, it necessitates meticulous 

parameter adjustment and is computationally demanding 

when dealing with extensive datasets. LR is a 

straightforward and efficient method, although it relies on 

the assumption of linearity and is highly responsive to 

outliers [27]. However, ensemble approaches such as 

XGBoost and RF exhibit superior accuracy and resilience 

to noise, but at the cost of increased complexity in terms 

of tuning and interpretation. Categorical Boosting 

(CatBoost) has exceptional performance in managing 

categorical data and training efficiency, while it may 

require significant memory resources. This comparison 

elucidates the appropriateness of each algorithm for 

distinct categories of data and prediction assignments, 

providing guidance for the selection process in particular 

applications of PV system performance monitoring. 
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Table 2. Comparative overview of ML algorithms.

Algorithm Type Key Characteristics Strengths Weaknesses 

SVC  

[28, 29]. 

Supervised 

(Classification & 

Regression) 

Uses support vectors; 

kernel trick for non-linear 

data 

Effective in high-

dimensional spaces; 

versatile 

Requires parameter 

tuning; computationally 

expensive for large 

datasets 

LR  

[30-32]. 

Supervised 

(Regression) 

Models linear relationships; 

minimizes squared errors 

Simple and 

interpretable; fast 

Assumes linearity; 

sensitive to outliers 

XGBoost 

[33]. 

Ensemble 

(Boosting) 

Optimized GB; uses 

decision trees 

High accuracy; 

handles large 

datasets 

Complex tuning; may 

overfit on small datasets 

GB  

[34, 35]. 

Ensemble 

(Boosting) 

Sequential error correction; 

uses decision trees 

High predictive 

accuracy; handles 

complex data 

Prone to overfitting; 

computationally intensive 

RF  

[36, 37]. 

Ensemble 

(Bagging) 

Multiple decision trees; 

merges predictions 

Reduces 

overfitting; robust 

to noise 

Less interpretable; slow 

for large datasets 

CatBoost 

[38]. 

Ensemble 

(Boosting) 

Categorical feature support; 

efficient Graphics 

Processing Unit (GPU) 

usage 

Excellent on 

categorical data; 

fast training 

Memory intensive; fewer 

resources available 

2.3 Evaluation Metrics 
 

    For this work, we employed two main assessment 

metrics to gauge the effectiveness of the ML models: 

RMSE and the R². These metrics offer valuable 

information on the precision and ability of the models to 

forecast illuminance and UV irradiance in solar systems. 

RMSE is a frequently employed metric for quantifying the 

average magnitude of the discrepancies between expected 

and actual data [39]. The square root of the mean squared 

difference between expected and actual values. RMSE is 

defined Equation (1). Where 𝑛 is the number of 

observations, 𝑦𝑖  is the actual value, and 𝑦̂𝑖 is the predicted 

value. RMSE is sensitive to outliers and gives a higher 

weight to larger errors, with a lower RMSE indicating a 

better fit of the model to the data [39].  

On the other hand, the R² measures the proportion of the 

variance in the dependent variable that is predictable from 

the independent variables. It provides an indication of 

how well the model's predictions match the actual data 

[40]. R² is defined by Equation (2). Where 𝑦𝑖  is the actual 

value, 𝑦̂𝑖 is the predicted value, and 𝑦̄ is the mean of the 

actual values. R² values vary from 0 to 1, with values 

closer to 1 suggesting a higher proportion of the variance 

is accounted for by the model, indicating a more accurate 

fit. The selection of these measures was based on their 

capacity to offer a thorough assessment of model 

performance, striking a balance between minimizing 

prediction errors and maximizing the models' explanatory 

capability. The investigation involved calculating and 

analyzing the RMSE and R² values of the models for 

predicting both illuminance and UV. This was done to 

identify the algorithms that performed the best. 

 

 𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑦𝑖 − 𝑦̂𝑖)

2𝑛
𝑖=1  (1) 

           𝑅2 = 1 −
∑ (𝑦𝑖−𝑦̂𝑖)

2𝑛
𝑖=1

∑ (𝑦𝑖−𝑦̄)
2𝑛

𝑖=1

               (2) 

3. Results and Discussion 

    This study assessed the efficacy of several ML models 

in forecasting illuminance and UV irradiance in solar 

systems. The evaluated models consist of XGBoost, RF, 

LR, SVC, GB, and CatBoost. The models are evaluated 

using the performance metrics of RMSE and the R². The 

findings are succinctly presented in Table 3 and visually 

shown in Fig. 8, Fig. 9, Fig. 10, and Fig. 11. 

Table 3 presents a comprehensive analysis of the 

performance metrics of the models. Table 3 clearly 

demonstrates that the CatBoost and RF models 

outperform others in predicting both illuminance and UV 

since they have the lowest RMSE and greatest R² values. 

CatBoost algorithm obtained an RMSE of 16.088 and an 

R² of 0.999 for illuminance. Additionally, it achieved an 

RMSE of 0.228 and an R² of 0.990 for UV. The RF model 

has a close correlation with an RMSE of 16.568 and an R² 

value of 0.999 for illuminance. Similarly, it exhibits an 

RMSE of 0.233 and an R² value of 0.990 for UV. LR and 

SVC, on the other hand, had noticeably worse results. The 

LR model achieved an RMSE of 259.031 and an R² of 

0.683 for illuminance. For UV, the model produced an 

RMSE of 0.943 and an R² of 0.833. The Support Vector 

Classifier (SVC) had the greatest RMSE and the lowest 

R² values compared to the other models. Specifically, the 

RMSE for illuminance was 318.890 with an R² of 0.520, 

whereas the RMSE for UV was 0.756 with an R² of 0.893. 
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These findings suggest that non-linear models such as 

CatBoost and RF are more appropriate for predicting 

intricate relationships within the dataset, as opposed to 

linear models. Fig. 8 and Fig. 9 display the R² and RMSE 

values for several models used to forecast illuminance. 

The statistics clearly demonstrate that CatBoost and RF 

models outperform other models by a substantial margin. 

The models with higher R² values and lower RMSE 

values demonstrate a stronger fit and reduced prediction 

error, respectively. Fig. 10 and Fig. 11 display the R² and 

RMSE values for several models used to forecast UV 

irradiation. Like the illuminance predictions, CatBoost 

and RF exhibit exceptional performance, emphasizing 

their resilience and precision in capturing the fundamental 

patterns in the data. The impressive performance of the 

CatBoost and RF models may be ascribed to their 

adeptness in successfully managing non-linear 

connections and interactions among features. These 

models also have the advantage of being able to 

effectively handle missing values and outliers, which are 

frequently encountered in real-world datasets. The 

findings indicate that sophisticated ML models, such as 

CatBoost and RF, have improved forecast accuracy for 

both illuminance and UV irradiance in solar systems. The 

findings indicate that integrating these models into solar 

performance monitoring systems may greatly improve the 

precision and dependability of forecasts, therefore 

enhancing the overall efficiency of the system and 

decision-making procedures. Additional studies might 

investigate the incorporation of these models with real-

time data gathering and adaptive learning methods to 

consistently enhance the accuracy of predictions over a 

period of time. 

Table 3. Reordered model performance from less efficient to 

more efficient based on RMSE and R² metrics for illuminance 

and UV predictions. 

Model Illuminance 

RMSE 

Illuminance 

R² 

UV 

RMSE 

UV 

R² 

SVC 318.890 0.520 0.756 0.893 

LR 259.031 0.683 0.943 0.833 

XGBoost 19.290 0.998 0.258 0.988 

GB 16.594 0.999 0.254 0.988 

RF 16.568 0.999 0.233 0.990 

CatBoost 16.088 0.999 0.228 0.990 

 

 

Fig. 8. R² of Different Models for Illuminance. 

 

Fig. 9. RMSE of Different Models for Illuminance. 

 

Fig. 10. R² of Different Models for UV. 

 

Fig. 11. RMSE of Different Models for UV. 
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4. Conclusion 

    This study has undertaken a comprehensive evaluation 

and comparison of various ML models for predicting the 

levels of illuminance and UV irradiation in solar systems. 

We have demonstrated the effectiveness of many models, 

including SVC, LR, XGBoost, GB, RF, and CatBoost, in 

accurately predicting important factors that affect the 

efficiency of PV panels. The results indicated that the 

CatBoost and RF models outperformed the other models. 

They obtained the lowest RMSE and the highest R² values 

for predicting both illuminance and UV. The results 

demonstrate the effectiveness of sophisticated ML 

techniques in enhancing the precision of forecasts and the 

productivity of PV systems. The preparation procedures, 

which involved data cleansing and alignment, together 

with a reliable division of data into training and testing 

sets, guaranteed that the models were trained and assessed 

using data of superior quality. The meticulous 

methodology employed enhanced the dependability of the 

findings and underscored the significance of 

comprehensive data preprocessing in ML endeavors. The 

study's findings are beneficial for enhancing system 

efficiency and facilitating decision-making processes for 

solar performance monitoring. By making precise 

forecasts of illuminance and UV irradiance, individuals 

involved may optimize the timing of maintenance tasks, 

improve techniques for managing energy, and eventually 

enhance the overall efficiency of PV installations. 

Moreover, this study adds to the expanding corpus of 

work on the utilization of ML in renewable energy, 

establishing a strong basis for future progress in this 

domain. With the increasing need for sustainable energy 

solutions, the incorporation of advanced predictive 

models will be essential in optimizing the effectiveness of 

renewable energy sources. To summarize, the results of 

this study confirm that CatBoost and RF models are 

effective in forecasting important parameters in solar 

systems. This provides a technique to enhance the 

efficiency and dependability of renewable energy 

solutions. 

5. Future work 

    While this work revealed the efficacy of multiple ML 

models in forecasting illuminance and UV irradiance in 

PV systems, significant areas for future research remain. 

First, further research might look into integrating real-

time data acquisition systems with predictive models to 

improve prediction timeliness and accuracy. 

Incorporating streaming data would enable continuous 

monitoring and fast modifications, increasing the 

operational efficiency of PV systems. Furthermore, future 

research could look into the use of more advanced ML 

techniques, such as Deep Learning (DL), which may 

perform better in capturing complex, non-linear 

relationships in data. It is worthwhile to investigate how 

Convolutional Neural Networks (CNNs) and Recurrent 

Neural Networks (RNNs) might improve prediction 

accuracy. Examining the effects of various geographic 

locations and environmental variables on the model's 

performance is another important subject for future 

research. Expanding the dataset to encompass additional 

climatic zones would offer a more thorough assessment of 

the models' resilience and suitability. To further improve 

the model's performance, feature engineering techniques 

should be investigated to produce new and more insightful 

features. By using existing characteristics or including 

more environmental information, such as wind speed or 

solar angle, one can gain a more profound understanding 

and enhance predictive abilities. The creation of hybrid 

models that combine the strengths of various algorithms 

could be pursued. Ensemble methods, for example, that 

combine DL and standard ML models may produce 

higher accuracy and resilience results. Finally, future 

research should focus on using real-time data, advanced 

ML techniques, and various datasets to improve the 

predictive capacities of PV systems models. These 

activities will help to improve the efficiency and 

reliability of renewable energy solutions, thereby 

facilitating the ongoing shift to sustainable energy 

sources. 

Abbreviations 

ANFIS Adaptive Neuro-Fuzzy  

Inference System 

CatBoost Categorical Boosting 

CNN Convolutional Neural Network 

CSV Comma-Separated Values 

DL Deep Learning 

GB Gradient Boosting 

GPU Graphics Processing Unit 

IQR Interquartile Range 

LR Linear Regression 

ML Machine Learning 

PV Photovoltaic 

RF Random Forest 

R² Coefficient of Determination 

RNN Recurrent Neural Network 

RMSE Root Mean Squared Error 

SVR Support Vector Regression 

SVC Support Vector Classification 

UV Ultraviolet 

XGBoost eXtreme Gradient Boosting 
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